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A B S T R A C T

Magnetic resonance imaging (MRI) is being used increasingly for image-guided targeted biopsy and focal therapy of prostate cancer. In this paper, a combined rigid and deformable registration technique is proposed to register pre-treatment diagnostic 3 T magnetic resonance (MR) images of the prostate, with the identified target tumor(s), to intra-treatment 1.5 T MR images. The pre-treatment T2-weighted MR images were acquired with patients in a supine position using an endorectal coil in a 3 T scanner, while the intra-treatment T2-weighted MR images were acquired in a 1.5 T scanner before insertion of the needle with patients in the semi-lithotomy position. Both the rigid and deformable registration algorithms employ an intensity-based distance metric defined based on the modality independent neighborhood descriptors (MIND) between images. The optimization routine for estimating the rigid transformation parameters is initialized using four pairs of manually selected approximate corresponding points on the boundaries of the prostate. In this paper, the problem of deformable image registration is approached from the perspective of state estimation for dynamical systems. The registration algorithm employs a rather generic dynamic linear elastic model of the tissue deformation discretized by the finite element method (FEM). We use the model in a classical state estimation framework to estimate the deformation of the prostate based on the distance metric between pre- and intra-treatment images. Our deformable registration results using 17 sets of prostate MR images showed that the proposed method yielded a target registration error (TRE) of 1.87 ± 0.94 mm, 2.03 ± 0.94 mm, and 1.70 ± 0.93 mm for the whole gland (WG), central gland (CG), and peripheral zone (PZ), respectively, using 76 manually-identified fiducial points. This was an improvement over the 2.67 ± 1.31 mm, 2.95 ± 1.43 mm, and 2.34 ± 1.11 mm, respectively, for the WG, CG, and PZ after rigid registration alone. Dice similarity coefficients (DSC) in the WG, CG and PZ were 88.2 ± 5.3, 85.6 ± 7.6 and 68.7 ± 6.9 percent, respectively. Furthermore, the mean absolute distances (MAD) between surfaces was 1.26 ± 0.56 mm and 1.27 ± 0.55 mm in the WG and CG, after deformable registration. These results indicate that the proposed registration technique has sufficient accuracy for localizing prostate tumors in MRI-guided targeted biopsy or focal therapy of clinically localized prostate cancer.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The most common interventions employed for treating clinically localized prostate cancer include radical prostatectomy, hormonal therapy, chemotherapy, external beam radiation therapy and interstitial radiation delivery (brachytherapy). In addition, focal therapies such as focal laser ablation therapy are currently
under investigation, and may see clinical acceptance in the future. Depending on the treatment strategy used, treatment-related side effects may result including genitourinary, sexual and gastrointestinal dysfunctions. Although definitive cancer control is the main goal in prostate cancer therapy, the physiological functions of surrounding critical structures and organs must be preserved to maintain a normal quality of life for the patient after treatment. Given the close proximity of these structures to the prostate, minimizing treatment-related side effects requires accurate delivery of the treatment.

Transrectal ultrasound (TRUS) and magnetic resonance imaging (MRI) systems are widely employed in image-guided prostate interventions. Due to the superior performance in differentiating soft tissue structures, MR has become the modality of choice for localizing prostate cancer (Kozlowski et al., 2010). High-field MRI systems with an endorectal coil can provide detailed images with a high signal-to-noise ratio (SNR). In a typical diagnostic imaging session, co-aligned multi-parametric (MP) scans such as T1 and T2-weighted imaging, diffusion weighted imaging (DWI), dynamic contrast-enhanced (DCE) imaging, MR spectroscopy (MRS) and diffusion tensor imaging (DTI) are used together to visualize substructures of the prostate, i.e., CG and PZ, and their margins (Tan et al., 2012). These images also allow accurate detection and localization of tumors (Tan et al., 2012) and focal ablation techniques (Lindner et al., 2009, 2010; Raz et al., 2010).

Focal therapy is used for the treatment of clinically localized prostate cancer. Using this treatment technique, a small region of the prostate containing cancerous tissue is destroyed using heat or freezing. In focal laser ablation therapy, an open ended or translucent catheter is inserted into the prostate through the patient’s perineum. Then, an optical fiber is inserted into the prostate through the catheter to ablate the tumor site by laser-induced heat diffusion (Lindner et al., 2010). MRI-guided focal ablation therapy of the prostate provides therapists with the ability of thermal monitoring and damage estimation during the ablation using MR thermometry (Raz et al., 2010). It also allows monitoring the growth of the ablated region intra-operatively and repeating the ablation if necessary. A focal laser ablation procedure performed within the bore of an MR scanner is time-sensitive, requiring acquisition and processing of the images in a short time. These procedures are usually performed in 1.5 T clinical closed-bore MRI scanners (Lindner et al., 2010; Raz et al., 2010; Oto et al., 2013). Thus, the intra-treatment images acquired by interventional MRI systems may have lower SNR, spatial resolution and contrast than those of diagnostic images, which are often acquired with 3 T scanners. In these cases, registration of high-quality pre-treatment images to intra-treatment images is necessary to incorporate information from the diagnostic scans into the procedure and update pre-treatment therapy plans. Accurate and precise registration of the diagnostic pre-treatment images with delineated tumor(s) to intra-treatment images can potentially improve the accuracy of focal ablation and reduce the duration of the intervention in MRI-guided focal therapy of prostate cancer. Prostate tissue may undergo non-rigid deformation between imaging sessions. It may be caused by the presence and absence of the endorectal coil, different inflation volumes of the endorectal coil balloon, varying bladder and rectal filling, and patient position during imaging sessions. Therefore, deformable registration methods are required to align pre-treatment and intra-treatment images.

A novel 3D-3D deformable registration method based on the concept of state estimation for dynamical systems is proposed in this paper and is evaluated on the registration of pre- and intra-treatment prostate MR images. The registration method employs a general linear elastic finite element method (FEM)-based deformation model. The registration is achieved through a Kalman-like filtering process, which incorporates information from the deformation model and an observation error computed from an intensity-based distance metric. The sum of squared distances (SSD) between modality independent neighborhood descriptors (MINDs) computed at sum control points within the prostate volume is employed to compare two images and compute an error vector based on which the deformation states of the prostate are estimated.

Previously, Bharatha et al. (Bharatha et al., 2001) proposed a deformable registration method using biomechanical finite element (FE) modeling to register pre-treatment 1.5 T MR images of the prostate to its intra-treatment 0.5 T images in MRI-guided brachytherapy. They constructed a 3D FE model of the prostate from segmented pre-treatment images and considered different material properties for the central gland and the peripheral zone allowing an inhomogeneous linear elastic deformation model for the registration. The volume of the FE mesh was deformed based on deformation extracted from matching a pre-treatment boundary surface to the corresponding boundaries of the segmented prostate in intra-treatment images. Although the proposed deformable registration method significantly improved the quality of matching compared to rigid registration, it required manual segmentation of the images, which prolongs the registration process considerably. A deformable image registration method based on FE modeling was also presented in (Alterovitz et al., 2006) to register two-dimensional (2D) prostate MR images in the presence and absence of the endorectal probe in radiation therapy treatment. The method estimates unknown stiffness parameters of the model and applies forces using a nonlinear local optimization approach given the segmented prostate in probe-in and probe-out images. This method also required identification of the prostate boundaries and was sensitive to the image segmentation results. Brock et al. (2005) proposed a FE model-based multi-organ deformable image registration method, called MORFEUS, in which deformable alignment was achieved by explicitly defining the deformation of a subset of organs and assigning surface interfaces between organs. In this method, a node to surface algorithm was employed to determine the boundary conditions in the multi-organ FE analysis. This method was applied in (Hensel et al., 2007) for the registration of endorectal coil MR images of the prostate to CT images in radiotherapy planning. The accuracy and the sensitivity of the contour variation and model size in the registration method were also evaluated in (Brock et al., 2008). The calculation of the boundary conditions using organs contours, constructing the deformation model based on the segmented images, and correct assignment of material properties to all organs are limitations of the proposed method.

Furthermore, Oguro et al. (2009) carried out a nonrigid registration of pre-treatment 1.5 T MR images of the prostate to intra-treatment 0.5 T MR images in 16 cases. They employed the Basis-Spline registration method proposed in (Rueckert et al., 1999) using mutual information (MI) as an intensity-based similarity metric and reported significant improvement in statistical metrics in comparison to only using rigid registration. A 3D elastic registration method was also presented in (Zhang et al., 2011), which minimized the strain energy function of the deformation model based on matching similar features (points, curves, or surfaces) in the pre- and intra-treatment prostate MR images. More recently, a statistical model-based technique was proposed in (Tahmasebi et al., 2012) for accounting for the deformation of the prostate in endorectal coil MR imaging. The model was generated based on mapping MR images of the prostate with and without an endorectal coil. Then, the model was employed for nonlinear registration between endorectal coil MRI and computed tomography (CT) images of the prostate. Both above mentioned registration methods involved image segmentation and feature extraction,
which required tedious manual intervention and a long processing time. The proposed registration method in this paper has a number of key differences from existing model-based registration methods. First, no specific geometrical information of the prostate and its substructures is used for constructing the deformation model. Instead, a cubic volume of tetrahedral finite elements is employed for the registration. In the state estimation framework, the model can be geometrically and physically inaccurate and still produce acceptable results. This is partly due to the fact that the estimation process takes into account modeling and observation uncertainties in the form of unknown process and measurement disturbances. Second, the proposed registration method requires minimal manual intervention from the user and no pre-processing of the images (e.g., segmentation or feature extraction) is required. Third, the deformation model is generic and can be employed for the registration of different image sets (single and multiple modalities). Finally, instead of a static deformation model, a dynamic model is employed in the registration method. The dynamic model allows for the registration of dynamically deforming tissue by recursively correlating image information over time. In the case of static tissue deformation similar to experiments in this paper, the registration algorithm simply converges to a steady-state solution.

Although 3D-3D registration of prostate MR images is considered in this paper, the state estimation-based registration method provides a unified framework in which 3D-3D, 2D-2D and 3D-2D single and multi-modality image registration problems can be solved with small modification in the registration algorithm. We previously applied earlier version of this algorithm for the 3D-3D and 3D-2D registration of MR and ultrasound (US) images acquired from a breast phantom (Marami et al., 2011a,b, 2014c) and breast tissue (Marami et al., 2014b) with static and dynamic deformations. In this paper, the method is further developed and evaluated in the registration of pre-treatment 3 T T2-weighted MR images to intra-treatment 1.5 T MR images of the prostate. Preliminary results of this work were also reported in (Marami et al., 2014a).

The rest of the paper is organized as follows. The mathematical formulation of the proposed state estimation-based registration method is discussed in Section 2. In Section 3, the registration method is validated and registration results are given in terms of TRE, DSC, Recall/Precision and MAD between surfaces. A discussion on the proposed registration method and its involved computations is also given in Section 4. The paper is finally concluded in Section 5.

2. Methods and materials
2.1. Image registration as state estimation of dynamical systems

In this paper, the problem of image registration is approached from the perspective of state estimation for dynamical systems. In the proposed method, the tissue deformation is approximated using an elastic model. Given the deformation model, the deformation of the tissue is estimated based on a matching criterion between pre-treatment and intra-treatment images. Biological tissues in general exhibit a complex deformation behavior, which is best described by nonlinear models. However, instead of using such a model, a simple linear elastic deformation model discretized by FEM is employed in this paper for several reasons. First, developing an accurate nonlinear model with heterogeneous materials is difficult, and possibly requires manual intervention of a radiologist and preprocessing of the image data to identify different tissues and their boundary conditions. A developed accurate model would be patient specific and large amount of computations would be involved for the processing of images acquired from each patient. Furthermore, nonlinear state estimation methods are not widely available as their linear counterparts. Therefore, a rather general linear elastic FE model is employed in the proposed registration method. The deformation model is developed using a cube of tetrahedral finite elements and given homogeneous elastic material properties. State estimation based on linear dynamic models takes into account modeling and imaging uncertainties in the form of an unknown process and measurement disturbances. Hence, the deformation model can be geometrically or physically inaccurate and still produce acceptable results.

The dynamics for tissue deformation can be modeled by the following linear state-space equations

\[ x_k = A x_{k-1} + B f_{k-1} + w_{k-1} \]  \hspace{1cm} \text{(1a)}

\[ z_k = H x_k + v_k \]  \hspace{1cm} \text{(1b)}

where \( x_k \) is the vector of deformation states at time step \( k \), and the input vector \( f \) represents external forces (loads) applied to the deformable body. \( A \) is called the state transition matrix that is applied to the previous states to compute the current deformation states, and \( B \) is the input matrix relating the input forces to the deformation states. Eq. (1a) establishes a relation between the states of the deformation at different sample times and the input forces. \( H \) is the output matrix which establishes a relation between the system’s measurement vector \( z_k \) and the deformation states in Eq. (1b). In image registration, the measurement vector \( z_k \) could be intensity values of pixel/voxel in the intra-treatment images, the displacement field applied to the image grid points (in comparison with the other image to be registered), or any other form of information/features derived from post-processing of the raw image data. Moreover, the vectors \( w_k \) and \( v_k \) are process and measurement noise, and represent uncertainties/errors in the deformation dynamics and imaging model, respectively.

Eqs. (1a) and (1b) together provide a state-space model of the tissue deformation and its relation to the image data measurements. Existing state estimation techniques can be employed to obtain the unknown states of the tissue deformation based on the intra-treatment images and comparing them with pre-treatment images. Fig. 1 shows the general flow of the iterative registration technique based on the concept of state estimation for dynamical systems. A combination of modeling and observational information from the system is the underlying principle of most state estimation methods. The current states of the tissue deformation...
tion are estimated in two main steps. In the first step, an *a priori* estimate of the states, i.e., $\mathbf{x}_0$, is predicted using the deformation model given the knowledge of the system prior to that time, i.e., $\mathbf{x}_{k-1}$. The predicted deformation of the FE mesh $u_0$ is computed using the predicted states of the tissue deformation. At each iteration, the reference image $R$, which is sub-sampled from intra-treatment images, is compared to the deformed template image $T[u_0]$, which is interpolated from pre-treatment images at predicted image grid points. The displacement field of the image grid points is calculated based on the predicted nodal point displacements of the FE mesh. $T[u_0]$ is an image, which is predicted based on the deformation dynamics of the tissue. The deformed template image $T[u_0]$ is then compared to the reference image $R$ using an image matching criterion. In the second step, an observation prediction error is computed based on the image measurements. This error, which is also called innovation residual (Welch and Bishop, 1995), is used to update the *a priori* estimates and compute an *a posteriori* estimate of the deformation states, i.e., $\mathbf{x}_k$.

### 2.2. Linear elastic FEM-based deformation model

The total potential energy of an elastic body is sum of its strain–stress energy and the potential energy of the external loads (Zienkewicz and Taylor, 1987). When at a static equilibrium, the total potential energy of deformable body is at a minimum. In other words, the internal strain–stress forces of the elastic body are in a balance with the external applied forces at the steady-state equilibrium. Using the concept of finite element analysis, the steady shape of a linear elastic body under external forces can be obtained by solving a set of equilibrium equations as (Zienkewicz and Taylor, 1987; Bathe, 1996)

$$\mathbf{Ku} = -\mathbf{f}$$

(2)

where $\mathbf{K}$ is the global stiffness matrix associated with the 3D FE mesh and is numerically integrated over the volume of the elastic volume, $\mathbf{u}$ is the vector of all nodal point displacements, and $\mathbf{f}$ is the vector of forces that are concentrated at the nodal points of the FE mesh.

Most anatomical structures in the human body are deformable and continuously undergo nonrigid motion due to interactions with the surrounding environment. Hence, dynamic models are valuable in medical image analysis applications. They have intuitive meaningful dynamical behavior and can be used for the estimation of the deformation of soft tissue over time (McInerney and Terzopoulos, 1996). In image registration applications, one might also be interested in the transient motion and deformation behavior of the object. To this end, the inertial body forces and energy dissipation through velocity dependent damping forces are added to the static equilibrium Eq. (2), resulting in the following set of second-order differential equations for the nodal point displacements of the FE mesh (Bathe, 1996; McInerney and Terzopoulos, 1996).

$$\mathbf{M}\ddot{\mathbf{u}} + \mathbf{C}\dot{\mathbf{u}} + \mathbf{Ku} = -\mathbf{f}$$

(3)

where $\mathbf{M}$ is the mass matrix of the elements concentrated at nodes, and $\mathbf{C} = \alpha\mathbf{M} + \beta\mathbf{K}$ is the Rayleigh damping matrix. $\alpha$ and $\beta$ are chosen for a critically damped response for Eq. (3) ensuring a fast response without transient oscillations.

Differential equations in (3) can be solved over time using existing implicit or explicit numerical integration routines some of which are explained in (Bathe, 1996). To reduce the computation, very fast modes of the dynamical system might be isolated and discarded without affecting the response at a particular time scale relevant to the application of interest. For this purpose, Bathe (1996) transforms the dynamics equations using a new variable $\mathbf{u} \triangleq \phi\mathbf{x}$, where columns of $\phi$ are eigenvectors of $\mathbf{M}^{-1}\mathbf{K}$. With this change of variables, Eq. (3) can be written as

$$\mathbf{M}\ddot{\mathbf{x}} + \mathbf{C}\dot{\mathbf{x}} + \mathbf{Kx} = -\mathbf{f}$$

(4)

where $\mathbf{M} = \phi^\mathsf{T}\mathbf{M}\phi$, $\mathbf{C} = \phi^\mathsf{T}\mathbf{C}\phi$, $\mathbf{K} = \phi^\mathsf{T}\mathbf{K}\phi$ are diagonal matrices, and $\mathbf{f} = \phi^\mathsf{T}\mathbf{f}$. Now, the dynamic finite element equations are decoupled in Eq. (4) and each equation describes a pair of vibrational modes of the deformable body.

In the proposed registration method of this paper, the 3D FE mesh is not constrained; so, it would be able to move and deform at the same time. This would allow for simultaneous rigid and deformable transformation of the body. As a result, the dynamics of the 3D body in Eq. (4) includes six coupled equations accounting for rigid body motion, which determine the position and orientation of the object. Remainder modes are all decoupled and can be solved independently. Modes that are very fast compared to the time step used for registration and the rate of changes in external forces (in case of a dynamic deformation of the tissue) can be simply eliminated from the system dynamics. The modal reduction basically projects a full model behavior onto a subspace of lower dimensionality, resulting in significant reduction of the computations of the registration algorithm. Working with a reduced number of states with slower dynamics improves the efficiency and robustness of the state estimation process as well.

The state estimation-based registration algorithm is implemented in discrete time. Therefore, we transformed the continuous-time dynamics of the deformation in (4) into discrete time with a sampling time of $T_s$ using the central difference method (Bathe, 1996). The discrete-time dynamics of the deformation model can be represented as a set of linear stochastic difference equations similar to Eq. (1a), in which

$$\mathbf{A} = \begin{bmatrix} 0 & 1 \\ -W_2^\mathsf{T}W_1 & -W_1^\mathsf{T}W_2 \end{bmatrix}, \quad \mathbf{B} = \begin{bmatrix} 0 \\ -W_1^{-1} \end{bmatrix}$$

(5)

with

$$W_1 = \frac{M_m}{T_s^2} + \frac{C_m}{2T_s}, \quad W_2 = \frac{K_m - 2M_m}{T_s}, \quad W_3 = \frac{M_m}{T_s} + \frac{C_m}{2T_s}$$

(6)

where $M_m$, $C_m$, $K_m$, are $m \times m$ matrices out of the original $M$, $C$, and $K$ matrices corresponding to $m$ slowest modal pairs of the full deformation model.

### 2.3. Observation model

The observation model relates the estimated states of the tissue deformation to the actual measurement vector. It produces the predicted deformed pre-treatment images based on the predicted deformation state estimates. The predicted images are compared to the actual measurements (intra-treatment images in this case) to compute the observation prediction error. The predicted state estimates are then updated based on the observation prediction error. Comparing images based on their intensities or other processed features involves a nonlinear mapping from the deformation states to the observation vector. A nonlinear observation model requires application of nonlinear estimation techniques, which are less robust than their linear counterparts and have more computations.

In this paper, the displacements computed at a set of control points, i.e., $\mathbf{x}_c$, are considered as the measurement vector, $\mathbf{z}$. Control points are evenly distributed inside the FE mesh and their spacing is larger than image voxels. Deformation states are mapped to the nodal point displacement of the FE mesh using the relation $\mathbf{u} = \phi_m^\mathsf{T}\mathbf{x}$ in which $\phi_m$ is formed of $m$ columns of $\phi$ that correspond to $m$ slowest modal pairs of the full deformation model. Displacements at control points can also be computed based on the nodal
displacements of the FE mesh based on the elements linear interpolation (shape) functions (Zienkewicz and Taylor, 1987; Bathe, 1996), i.e.,
\[ z = Au = A\phi_m x \]  
where \( A \) is a matrix assembled from the elements shape functions for individual control points. Therefore, the observation model can be represented with a linear expression similar to Eq. (1b) in which the output matrix is defined as
\[ H = A\phi_m \]  

### 2.4. State estimation

Eqs. (1a) and (1b) are in the standard state-space form for the application of a discrete-time linear state estimator. Kalman filter (Welch and Bishop, 1995) is a well-known estimator that operates recursively on a stream of noisy measurements over time to produce statistically optimal estimates of the unknown states of the system. An extended Kalman filtering algorithm was employed in (Pennec and Thirion, 1997) to estimate a rigid transformation from a set of 3D matched points or matched frames. Moghari and Abolmaesumi (2007) presented a registration algorithm to map two point data sets in the presence of isotropic/anisotropic Gaussian noise by estimating rigid transformation parameters using the unscented Kalman filter. A diffeomorphic registration using particle filtering was also presented in (Gao et al., 2012) to estimate nonlinear deformation between two point sets.

The iterative Kalman filtering-based estimation process using a linear elastic deformation model involves two different updates. First, the time update provides an a priori estimate of the states, i.e., \( \hat{x}_k \), given knowledge of the process prior to that time. External applied forces on the deformable tissue in Eq. (1a) are usually unknown. Here, we consider them as a part of the process noise/disturbance \( w \) and model them as white Gaussian noise with a normal probability distribution of \( p(w) = N(0, Q) \). The power of the process noise reflects our confidence in the accuracy of the model. Therefore, uncertainties in the model and input forces can all be considered in a suitably strong power for the process noise/disturbance. Therefore, the time update (prediction) equations can be expressed as (Welch and Bishop, 1995)
\[ \hat{x}_k = \hat{x}_k^- = A \hat{x}_{k-1} \]  
where \( A \) is the state transition matrix defined in Eq. (5).

In the second step, the measurement update computes an a posteriori estimate of the states, i.e., \( \hat{x}_k \), as a linear combination of the a priori state estimates \( \hat{x}_k^- \) and a weighted difference between the actual measurement vector \( z_k \) and the vector of predicted measurements (Welch and Bishop, 1995), i.e.,
\[ \hat{x}_k = \hat{x}_k^- + \Gamma(z_k - H\hat{x}_k^-) \]  
where \( \Gamma \) is the Kalman filter gain and \( z_k - H\hat{x}_k^- \) is the observation prediction error or the innovation residual.

In the proposed method of this paper, the Kalman gain \( \Gamma \) is computed once and the same gain is used for the registration of different image sets. To this end, control points at which the observation prediction errors are computed, are evenly distributed inside the finite element mesh and their position is fixed in the registration of different image data sets. Fig. 2a shows an axial view of the prostate intra-treatment (1.5 T) MR images. The intra-treatment image volume is scaled and transformed to be placed inside the FE mesh. As shown in Fig. 2b, this is carried out in a way that the center of the image volume is placed in the center of the FE mesh volume and the domain of the image fits the mesh volume in its largest axis, e.g., horizontal axis in this case. With this configuration, the output matrix \( H \) in the observation model would be independent from the image domain in the registration of different image sets. Therefore, the deformation and observation models in Eqs. (1a) and (1b) provide a linear time-invariant observer for the prostate deformation. A better alternative for the regular grid of control points would be some important points/features inside the prostate gland that can be extracted from intra-treatment images. However, it requires pre-processing of the images to find those important points. Also, considering a regular grid inside the FE mesh as control points makes it possible to compute the Kalman gain once and employ the same gain for the registration of all image pairs. If control points are computed based on the images, it would require to compute the Kalman gain for each image pair separately.

In such case, the steady-state Kalman gain \( \Gamma \) can be computed given process Q and measurement noise S covariance matrices. For details on Kalman filtering and steady-state gain computation see (Welch and Bishop, 1995; Franklin et al., 1997). \( Q \) and \( S \) are given as
\[ Q = qI_{2n^2 \times 2n}, S = sI_{2n^3 \times 3n} \]  
where, \( I \) is an identity matrix, \( m \) is the number of vibrational modal pairs included in the deformation model, and \( n \) is the total number of vibrational modes.

---

Fig. 2. A 2D view of control points spacing inside the FE mesh. (a) An axial view of intra-treatment prostate MR image, (b) scaled prostate inside the FE mesh with control points.
of control points inside the FE mesh; $q$ and $s$ determine the power for the process and measurement noise, respectively. It is the relative power of the process (uncertainties in the modeling and unknown external forces) and measurement noises, i.e., $q/s$, that determines the Kalman gain. The choice of $q/s$ depends on our relative confidence in the deformation model versus the observation obtained from comparing pre- and intra-treatment images. Since the linear elastic FE model is developed for small deformations, it would not be accurate for large deformations. In this case a larger $q/s$ should be considered to account for the modeling uncertainty and inaccuracies. Noisy images with artifacts especially in multimodality registration would increase the uncertainties in the computation of the observation prediction error. In this case, $q/s$ needs to be decreased to accounts for the effect of the uncertainties in image measurements. For the experiment of this paper the value of $q/s$ was chosen based on a leave-one-out approach or an example case.

Although the certainty of the measurements is higher in the mid-gland as well as the boundaries of the prostate, determination of prostate sub-regions and boundaries require manual segmentation of the images. In this paper we tried to minimize the tedious manual intervention of the user in the registration process and considered the measurement $S$ and process $Q$ noise covariances as diagonal matrices, which give equal weights for all measurements within the volume to be registered and the deformation states. It should also be noted that although external applied forces $f_k$ are unknown, $B$ is employed in the computation of the Kalman gain $F$ as the input matrix for the applied noise/disturbances on the system. However, since $f_k$ is not deterministic, the term $B_{f_k}$ is not considered in the time update equation of Eq. (9).

2.5. Observation prediction error

The measurement vector in Eq. (1b) is the vector of displacements at control points from their initial positions. For the measurement update in Eq. (10), instead of computing the measurement vector $z_k$ and its prediction $H_{z_k}$ separately and subtracting them, a method is employed in this paper to directly approximate the observation prediction error $z_k - H_{z_k}$ using an intensity-based distance metric. Assuming that the distance metric is a convex function of the deformation field, a correction along the inverse gradient of the distance metric would represent a step in the gradient-descent search towards the minimum of the distance metric. This search direction is used here to approximate the observation prediction error in the state estimation-based registration method proposed in this paper.

If we define $f(R, T_{u_k}, x_k)$ as an intensity-based distance metric between the reference $R$ and the deformed template image $T_{u_k}$, which is locally defined at $x_k$, the correction displacement can be computed based on the gradient of the distance metric at control points as

$$d_{x_k} = z_k - H_{z_k} = -\gamma \nabla f(R, T_{u_k}, x_k)$$

where $u_k = u_k, x_k$ is the predicted nodal point displacements of the FE mesh and $T_{u_k}$ is the predicted deformed template image. $\gamma$ is the only parameter to be tuned for the registration of each pair of images. This tuning parameter determines the size of the observation prediction error in Eq. (12) computed in the direction of the gradient of the distance metric between the reference $R$ and the predicted deformed template image $T_{u_k}$. With this definition, uncertainties in the computation of the observation prediction error are considered as measurement noise in the filtering process. It should be noted that, $d_{x_k}$ is computed at control points inside the image domain (i.e., dashed square in Fig. 2b) in the registration of different image sets. Therefore, in the measurement update of the states, only columns of $H$ corresponding to the control points inside the image domain are considered.

2.6. Distance metric

In this paper, for the registration of pre-treatment 3 T T2 weighted MR images of the prostate to its 1.5 T intra-treatment images, a distance metric was employed, which locally compares modality independent neighborhood descriptors (MIND) in the images (Heinrich et al., 2012). MIND extracts distinctive structures in a local neighborhood based on the similarity of small image patches within the image. The extraction of structures using this method is independent from image modalities, contrast, noise and intensity levels of the images (Heinrich et al., 2012). However, it is sensitive to different types of image features such as corner points, edges and textures. MIND is basically a multi-dimensional image descriptor, which represents the distinctive image structures in a local neighborhood (Heinrich et al., 2012). It is extracted based on patch distances in each image separately (different modalities). Extracted descriptors are then compared using simple single-modality similarity/distance metrics such as SSD or normalized correlation coefficient (NCC). More details on MIND and its mathematical formulation can be found in (Heinrich et al., 2012).

We also examined other similarity metrics such as NCC, correlation ratio (CR) and mutual information (MI) in the registration of prostate MR images. In the rigid registration, MIND-based registration provided more robust and less variable results to the selection of the initial approximate corresponding points in comparison to other similarity metrics. The proposed deformable registration algorithm employs a weighted gradient of a similarity/distance metric to compute the observation prediction error. To this end, as is given in Eq. (12), a weighted gradient of the SSD between MINDs in two images was numerically computed in the experiments of this paper. The performance of other similarity metrics degraded in the presence of image intensity inhomogeneities around the endorectal coil. However, MIND could automatically deal with intensity inhomogeneities and noise in the images and no pre-processing of the images was required.

2.7. Description of the registration algorithm

In the first step, each set of pre- and intra-treatment images are rigidly co-registered. For the registration, the SSD of the MINDs between two images is minimized. In the optimization, the initial values for the rigid transformation parameters are computed based on aligning four pairs of manually identified approximate corresponding points in the images. As is shown in Fig. 3, these points are approximate corresponding points on the boundaries of the prostate gland, which are employed only for the initialization of the rigid registration and are not used to evaluate the registration results. For the experiments of this paper, all four points, i.e., point 1 to 4, were chosen sequentially on the same image plane. First, two similar axial planes in the pre- and intra-treatment images were chosen in the mid-gland region. Point 1 and 3 were selected on the most right and the most left side of the prostate image plane, respectively, on the boundary of the peripheral zone. Point 2 was chosen to be on the posterior boundary of the prostate close to the center line. Finally, point 4 was chosen on the anterior boundary of the prostate in a way that the line connecting point 2 and 4 divides the prostate to two semi-symmetric regions. Different inflation volume of the endorectal coil balloon in the pre- and intra-treatment images are also shown in Fig. 3, which puts different pressure on the prostate causing deformation in the PZ. For each set of images, we performed the intensity-based rigid and deformable registration in a small 3D volume that contains the prostate gland and discarded image information outside of this
volume. In order to obtained the margins of the 3D volume containing the prostate gland, we used four identified points in the intra-treatment image (Fig. 3b) to find the right (point 1–2 mm), left (point 3 + 2 mm), posterior (point 2–5 mm) and anterior (point 4 + 5 mm) margins. One point on the level of apex and another point on the level of base were chosen in the intra-treatment image to roughly determine the margins of the prostate volume in the axial direction.

In the second step, the rigid transformation is integrated into the deformable registration algorithm. The proposed state estimation-based elastic registration algorithm involves the following steps at each iteration according to the algorithm flowchart given in Fig. 1.

1. **Time update/prediction**: The vector of state estimates from the previous step $x_{k-1}$ is updated to $x_k$ according to the time update equation, i.e., Eq. (9). This is the vector of predicted deformation states of the tissue based on which the predicted displacements for the nodal points of the FE mesh can be computed using $u_k = \phi_k x_k$.

2. **Find the deformed grid of control points**: The deformation for the grid of control points is computed based on the deformation of the FE mesh using shape functions. This would provide the predicted position of the control points in the coordinates of the template image $T$.

3. **Compute the observation prediction error**: The observation prediction error $dx_k$ is computed at the control points using Eq. (12). To this end, the gradient of the distance metric is numerically computed at the control points.

4. **Measurement update**: The state estimates are updated based on the observation prediction error using $x_k = x_k + \Gamma dx_k$, where $\Gamma$ is the steady-state Kalman gain.

The algorithm terminates when the relative change in the distance metric between the reference $R$ and the deformed template image $T(u)$ (i.e., $|J(R, T(u))|$) is less than a given small number $\varepsilon = 10^{-4}$, i.e., $|J_k - J_{k-1}| / J_k < \varepsilon$, or the total iterations exceeds a maximum number (300 for the experiments of this paper). At the end of the iterations, a deformed template image $T(u)$ with the voxel size of the actual pre-treatment image (or intra-treatment image for comparison) is computed. The desired image grid is deformed based on the final estimated displacements for the nodal points of the FE mesh. The deformed template image is then interpolated from the pre-treatment image volume.

A hierarchical multi-level approach (three levels) was employed in the estimation of non-rigid deformation of the tissue. The iterative registration algorithm starts with low-resolution reference and template images to estimate approximately large deformations of the tissue. The image resolution increases in a coarse to fine fashion as the registration algorithm progresses to utilize more local detailed information of the images in the deformation estimation. The slice thickness in all levels is identical. The pixel size in the first and second registration levels is thrice and twice that of the intra-treatment images, respectively.

In order to compute the deformed image based on the deformation of the FE mesh using the finite elements shape function, it is necessary to run a search algorithm to find elements in which image grid points are located. This process using available search methods requires a long processing time, specially for high-resolution images. Hence, thin-plate splines (TPS) interpolation method (Modersitzki, 2009) was used in the proposed registration method to compute images based on the FE mesh deformation, which requires no search algorithm. Using TPS, displacements at nodal points of the FE mesh are smoothly distributed to image grid points.

At the end of the iterative process, the deformation model reaches an equilibrium with a nodal point displacements vector of $u$. It can be shown that the steady-state equilibrium equation for the deformation model becomes

$$ Ku = -\gamma M^c \nabla J(R, T[u_k], x_k) $$

where $I = [I_1; I_2]$. Comparing this equation with Eq. (2), it can be concluded that at the steady-state equilibrium, the internal strain-stress forces of the model are in a balance with the external applied forces, which are derived from the distance metric between images. The tuning parameter $\gamma$ in Eq. (13) is basically equivalent to the weighting factor of the image distance metric against the regularization function in the most optimization-based registration methods. For the experiment of this paper, the tuned values for $\gamma$ was 1.5–6. Given the maximum number of iterations, we intuitively tuned this parameter considering how the distance metric, the deformed template image and the FE mesh were changing throughout the iterations. Similar to other registration methods automatic tuning of $\gamma$ is very important that requires further investigation.

### 2.8. Materials

The proposed registration algorithm was evaluated in registering pre-treatment 3 T T2-weighted MR images of the prostate with identified tumors to its intra-treatment 1.5 T images. Seventeen patients with low-risk prostate cancer underwent pre-treatment 3 T MR imaging using an endorectal coil. They were enrolled in an ongoing University Health Network Research Ethics Board approved Phase I clinical trial of MRI-guided focal laser thermal ablation therapy (ClinicalTrials.gov ID: NCT01094665) (Cepek et al., 2013a). The patients gave informed consent for MRI-guided focal laser ablation therapy. Pre-treatment images were acquired using a GE Discovery MR750 scanner and patients were placed in supine position inside the closed-bore magnet. An endorectal coil was employed to acquire images in both pre- and intra-treatment imaging sessions. The 3 T T2-weighted images were turbo spin echo (TSE) images with the parameters, field-of-view: 89 × 180 mm, matrix: 222 × 448, pixel size: 0.4018 × 0.4018 mm², slice thickness: 3 mm, gap between slices: 0, number of signal averages: 2, repetition time: 3500 ms, echo time: 116 ms, flip angle: 120°. Each set of images was acquired with bandwidth of 51.5 kHz (115 Hz/pixel).
Intra-treatment imaging was performed using a GE Signa HDxt 1.5 T scanner just before inserting the needle guide for laser ablation with patients in the semi-lithotomy position in the closed-bore magnet. The 1.5 T T-weighted images were fast-spin-echo (FSE) images with the following parameters, field-of-view: 150 × 150 mm, matrix: 256 × 256, pixel size: 0.5859 × 0.5859 mm², slice thickness: 3 mm, gap between slices: 0, number of signal averages: 1, repetition time: 4800 ms, echo time: 82.32 ms, flip angle: 90°, receiver bandwidth: 62.5 kHz (244.1 Hz/pixel).

2.9. Deformation model and registration parameters

A cubic mesh with 10,476 tetrahedral elements and 2093 nodal points was employed to construct the deformation model. Using this mesh, an isotropic dynamic linear elastic model of deformation with the Young’s elasticity modulus \( E = 10 \) kPa, Poisson’s ratio \( \nu = 0.49 \) (Salcudean et al., 2012) and a mass density of \( \rho = 1 \) g/cm³ (Torlakovic et al., 2005) was created. Different elasticity properties are reported for the normal and cancerous tissues in the literature (Zhang et al., 2008). Elasticity of the prostate tissue is also compared to the surrounding tissue in (Nir et al., 2013). In our work, since a homogeneous elastic model was employed for the whole prostate volume and small region outside, an average value of \( E = 10 \) kPa was considered for the Young’s elasticity modulus. It should be noted that, in the proposed registration method in this paper, the uncertainty in the deformation modeling is considered as the process disturbance (noise) in the state estimation framework.

The size of the reduced dynamic model is \( m = 1000 \) where only 15.9% of vibrational modes of the full dynamic FE model were considered in the deformation model. A regular grid of 30 × 30 × 15 was also used as control points inside the cube of finite elements to compute the observation prediction error given in Eq. (12). The undeformed 3D FE mesh and the deformed mesh after registration are given in Fig. 4 for an example case. For the experiments in this paper, \( q/s = 10 \) and \( \gamma \) was manually tuned for different image data sets to achieve a desirable registration outcome. In the computation of MIND-based distance metric \( p = 1 \), which gives a patch \( p \) size of 3 × 3 × 3 = 27 voxels at every point.

2.10. Evaluation methods

Registration results in this paper were evaluated and analyzed using different metrics. To compute the target registration error (TRE) (Fitzpatrick and West, 2001; Hajnal and Hill, 2010) matching fiducial points were manually identified in all image pairs. The radiologist (S. Choul) selected fiducial points for each pair of images in both CG and PZ using anatomical landmarks of the prostate (e.g., the verumontanum or a tip of a protrusion in the pseudocapsule) and histopathological points (e.g., the mid anterior wall of a cyst or mass, or the most medial end of a hypointense band in the PZ). In total 83 intrinsic fiducial pairs were identified, of which 40 were within the PZ where about 70% of prostate cancers are found (McNeal et al., 1988).

In order to evaluate directional anisotropy of the TRE, we performed a 3D principal component analysis (PCA) of the TREs set defined as \( \Delta = f^T_{\text{ref}} - f^T_{\text{TRE}} \) where \( f^T_{\text{TRE}} \) is the x component of the identified fiducial point in the template image (T), which is transformed to the coordinates of the reference image (R) using the transformation/deformation field \( (u) \), and \( f^T \) is the x component of the corresponding fiducial point in the reference image (R) coordinates. \( f^T_{\text{ref}} \) and \( f^T_{\text{TRE}} \) are defined similarly in the y- and z-directions. Eigenvalues \( (\lambda_i) \) and eigenvectors \( (e_i) \) of the covariance matrix of \( \Delta \) provides us the principal components of the directional error set. The 95% standard error ellipsoid volumes (Irwin et al., 2008; Karnik et al., 2010) for 83 identified fiducial points in both rigid and deformable registrations were also computed. These volumes were defined with their semi-principal axes parallel to the eigenvectors \( e_i \). The length of the semi-principal axes of the ellipsoid volumes \( a_i \) are proportional to the root square of the eigenvalues. For 95% confidence, \( a_i = \lambda_i \sqrt{2} \) where \( \lambda_i \) is the probability distribution evaluated for \( \alpha = 0.05 \) and three degrees of freedom (\( v = 3 \)) (Karnik et al., 2010).

Image registration is an ill-posed problem by itself (Modersitzki, 2009) and several (infinite) solutions may exist for a given registration problem. The cost function to be optimized in the intensity-based registration method, which is computed based on the template and reference images, is highly nonlinear. In the rigid registration, depending on the given initial values for the translational and rotational parameters, different solutions may be obtained. Therefore, selection of approximate corresponding points in our registration technique is noticeably important. To evaluate the variability of the registration results based on the initial approximate corresponding points, these four points were chosen five times in ten data sets by the user (the person in charge of the registration), with at least two days time difference between the point selection for each data set to avoid memory bias. The TREs for each selection of approximate corresponding points were computed and statistically compared to TREs resulted from selecting these points at other times.

![Fig. 4. (a) Undeformed and (b) deformed FE meshes employed in the registration. Scales are all in mm.](image-url)
We also evaluated registration accuracy based on the Dice similarity coefficient (DSC) (Dice, 1945) for both rigid and deformable registrations. The DSC measure is defined as:

\[
\text{DSC}(R, T[u]) = \frac{2(R \cap T[u])}{R + T[u]} \tag{14}
\]

where \(R\) and \(T[u]\) are the prostate volume in the reference and registered template images, respectively, and \((R \cap T[u])\) is the common volume between the reference \(R\) and the registered template \(T[u]\) prostate images. Both pre- and intra-treatment images were manually segmented by a radiologist to identify prostate volumes and region boundaries. The volume of the CG (\(V_{CG}\)) and WG (\(V_{WG}\)) of the prostate were determined based on the segmentation, and the PZ volume was computed based on the volume difference between the WG and CG. The DSC was computed for different sub-regions of the prostate volume to evaluate the registration in the CG, PZ, and WG. The functions defining DSC were computed and given in Table 1. We also evaluated registration accuracy based on the Dice similarity coefficient (DSC) (Dice, 1945) for both rigid and deformable registrations. The DSC measure is defined as:

\[
\text{DSC}(R, T[u]) = \frac{2(R \cap T[u])}{R + T[u]} \tag{14}
\]

where \(R\) and \(T[u]\) are the prostate volume in the reference and registered template images, respectively, and \((R \cap T[u])\) is the common volume between the reference \(R\) and the registered template \(T[u]\) prostate images. Both pre- and intra-treatment images were manually segmented by a radiologist to identify prostate volumes and region boundaries. The volume of the CG (\(V_{CG}\)) and WG (\(V_{WG}\)) of the prostate were determined based on the segmentation, and the PZ volume was computed based on the volume difference between the WG and CG. The DSC was computed for different sub-regions of the prostate volume to evaluate the registration in the CG, PZ, and WG. The average and std of TRE in the rigid and deformable registration of pre- and intra-treatment prostate MR images for 17 patients.

We also evaluated registration accuracy based on the Dice similarity coefficient (DSC) (Dice, 1945) for both rigid and deformable registrations. The DSC measure is defined as:

\[
\text{DSC}(R, T[u]) = \frac{2(R \cap T[u])}{R + T[u]} \tag{14}
\]

where \(R\) and \(T[u]\) are the prostate volume in the reference and registered template images, respectively, and \((R \cap T[u])\) is the common volume between the reference \(R\) and the registered template \(T[u]\) prostate images. Both pre- and intra-treatment images were manually segmented by a radiologist to identify prostate volumes and region boundaries. The volume of the CG (\(V_{CG}\)) and WG (\(V_{WG}\)) of the prostate were determined based on the segmentation, and the PZ volume was computed based on the volume difference between the WG and CG. The DSC was computed for different sub-regions of the prostate volume to evaluate the registration in the CG, PZ, and WG. The average and std of TRE in the rigid and deformable registration of pre- and intra-treatment prostate MR images for 17 patients.

### 3. Results

#### 3.1. Target registration error

A summary of target registration errors (TREs) in the registration of 17 prostate image pairs is given in Figure 5. In each bar, the square (rigid) or circle (deformable) marker in the middle shows the average TRE, and the distance above or below the marker defines the standard deviation (std) of TREs for each case. The median of TREs is shown with a short dash on the bar. The number of identified fiducial pairs for each case is also given in this figure. The average TRE is reduced in 16 cases after deformable registration. We also computed the TRE in the CG, PZ, and WG of the prostate in all 17 cases and the total results are summarized in Table 1. The average and std of APRE in most cases were larger than TRE, showing that these points were not chosen accurately. However, APREs were small enough to lead to acceptable registration results.

The TRE for 38 pairs of fiducial points in the CG was 2.95 ± 1.43 mm after rigid registration. The TRE was 2.34 ± 1.11 mm for other 38 pairs of fiducial points in the PZ after rigid registration. Better alignment in the PZ is partly due the fact that three out of four approximate matching points were selected in the boundary of the PZ, e.g., point 1, 2, and 3 in Figure 3, the regions where most of the prostate tumors are found. After applying the iterative elastic registration, the TRE improved to 2.03 ± 0.94 mm.
and 1.70 ± 0.93 mm in the CG and PZ, respectively. For all 76 fiducial pairs in the WG, the TRE was 2.67 ± 1.31 mm and 1.87 ± 0.94 mm after rigid and deformable registration, respectively. Therefore, our proposed deformable registration approach resulted in about 0.8 mm improvement in the average TRE from that of the rigid registration. The frequency distribution of TREs in the CG and PZ resulting from the rigid (top) and deformable (bottom) registrations are given in Fig. 6. The average and std of TREs in the x-, y- and z-directions were 0.97 ± 0.70 mm, 1.328 ± 0.95 mm and 1.72 ± 1.38 mm, respectively, after rigid registration. These values improved to 0.75 ± 0.64 mm, 0.85 ± 0.66 mm and 1.15 ± 0.95 mm after deformable registration. Therefore, the average TRE in the axial image plane was less than twice the pixel spacing (pixel size is 0.5859 ± 0.5859 mm2). Furthermore, the average TRE is the z-direction (superior-inferior) was less than half of the slice thickness (i.e., 3 mm).

It is evident from first row of Fig. 6 that the distribution of TREs in deformable registration has a higher peak at small values (0.5–3 mm). In contrast, the TREs from the rigid registration are distributed in a wider range (1–5.5 mm). We used the Shapiro–Wilk normality test using GraphPad Prism (http://graphpad.com) to test our data. The test results showed that TREs after both rigid and deformable registrations were not found to be sampled from a Gaussian population ($P < 0.0001$). Therefore, we used the Mann–Whitney (MW) non-parametric test to compare the distribution of TREs between the rigid and deformable registration. The $P$ value was 0.0057 indicating that populations in two groups were distinct and the TREs after deformable registration were statistically significantly different from the TREs after rigid registration (i.e., $P < 0.05$).

### 3.2. Error anisotropy

The 95% standard error ellipsoid volumes for 78 identified fiducial points in both rigid and deformable registrations are given in Fig. 7. The ellipsoid volume in the rigid registration was 0.32 cm3, which was reduced to 0.11 cm3 in the deformable registration. Furthermore, 2D projections of the error ellipsoid for the rigid and deformable registration are given in Fig. 8. In order to illustrate anisotropy in the error, the length of semi-principal axes

![Fig. 6. Frequency distribution of the TREs in the PZ and CG after rigid and deformable registration. The number of fiducial pairs in both the PZ and CG is 38.](image1)

![Fig. 7. The 95% standard error ellipsoid volumes for the (a) rigid and (b) deformable registration. Scales are all in mm.](image2)

![Fig. 8. 2D projections of the error ellipsoid for the rigid (top row) and deformable (bottom row) registrations. Scales are all in mm.](image3)
Table 2
The length of semi-principal axes of the ellipsoid volumes, eigenvalues ($\lambda_i$) of the covariance matrix of $A$ and their ratio.

<table>
<thead>
<tr>
<th>Registration</th>
<th>Length of axes</th>
<th>Eigenvalues</th>
<th>Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$a_3$</td>
</tr>
<tr>
<td>Rigid</td>
<td>3.14</td>
<td>4.41</td>
<td>5.57</td>
</tr>
<tr>
<td>Deformable</td>
<td>2.22</td>
<td>2.86</td>
<td>4.02</td>
</tr>
</tbody>
</table>

3.3. Variability due to the selection of approximate corresponding points

Average and standard deviation of the TRE in five different selection of approximate corresponding points for 10 cases are given in Fig. 9. This figure shows that the average and standard deviation of the TRE did not change significantly for different selection of approximate corresponding points (test). We also statistically analyzed registration results and compared the results of each test with others. Shapiro–Wilk normality test results showed that TREs after both rigid and deformations in each selection of approximate corresponding points (test) were not found to be sampled from a Gaussian population ($P < 0.0001$ in all 5 tests). Therefore, we used Mann–Whitney (MW) non-parametric test to compare the distribution of TREs between the rigid and deformable registrations in each selection of approximate corresponding points as well as between different selection of approximate corresponding points. Statistical analysis showed that TREs after deformable registration in each test were significantly different from the TREs after rigid registration (i.e., $P < 0.05$). However, the MW non-parametric test using any two pairs of TREs after rigid registration in five different tests (10 possible permutations) were not significantly different. It should be noted that deformable registration parameters and the tuning gain $\gamma$ remained unchanged for all registration tests.

3.4. Volumetric measures

The DSC metric between volumes of the WG, CG and PZ in 17 cases were computed after rigid and deformable registration and are shown in Fig. 10 as bar graphs. The DSC metric in the apex, mid-gland and base of the prostate volumes are also plotted in Figs. 10 as bar graphs. The DSC metric in the WG, CG and PZ of the prostate images after rigid and deformable registration.
coupled Recall/Precision metrics in different sub-volumes of the prostate images. The average volume of the CG and WG in the intra-treatment (1.5 T) images are larger than those in the pre-treatment (3 T) images. We speculate that this is due to the enlargement caused by the existence of a Foley catheter in the prostate during the treatment process in order to drain out the bladder. There is no Foley catheter in the pre-treatment images. This difference could also be partly due the segmentation error in intra-treatment images, which have poorer contrast at the prostate boundaries.

The average DSC was improved in deformable registration for all sub-volumes of the prostate specially in the PZ and apex. Recall/Precision values were also showing similar results. Both average Recall and Precision metrics were improved in the CG, PZ and WG after deformable registration. While the average Recall (sensitivity) was decreased in the base of the prostate, the average Precision (specificity) was increased. However, the average Recall was increased in the mid-gland and apex and the average Precision was slightly decreased after deformable registration.

3.5. Surface distances

Mean absolute distances (MAD) between the CG and WG surfaces after rigid and deformable registration are plotted in Fig. 12. Table 5 shows that both average and std of the MAD between surfaces were slightly decreased after deformable registration.

3.6. Qualitative results

Axial views of the registered prostate images with tumor outlines in four different example cases are given in Fig. 13. In each row of this figure, pre-treatment images were rigidly (column (a)) and non-rigidly (column (c)) registered to intra-treatment images in column (b). Tumor outlines were identified by a radiologist in the pre-treatment images. These outlines were transformed and overlaid on the images based on the obtained rigid and non-rigid displacement field in column (a) and (c), respectively. The deformed tumor outlines are also overlaid on intra-treatment image in column (b). As seen in this figure, for most cases the tumor cannot be differentiated from the surrounding healthy tissue in the intra-treatment images. These cases demonstrate the need for an algorithm that can accurately register pre-treatment target volumes to intra-treatment images for MRI-guided targeted biopsy or focal therapy of prostate cancer.

Axial views of rigidly and non-rigidly registered images in the apex, mid-gland and base of the prostate are also given in Fig. 14 for an example case. In this figure, the results of rigid and deformable registration of pre-treatment images to intra-treatment images, i.e., column (b), are shown in column (a) and (c), respectively. Registration results in this figure are consistent with DSC (85.3%—90.1%) and Recall/Precision (84.1%/86.6%—88.6%/91.1%)
The MAD between the CG and WG surfaces of the prostate images. Although deformable registration performed better in the apex and mid-gland than rigid registration. The MAD between surfaces in the CG and WG after rigid and deformable registration.

Fig. 12. The MAD between surfaces in the CG and WG after rigid and deformable registration.

<table>
<thead>
<tr>
<th>Registration</th>
<th>MAD (mm) CG</th>
<th>MAD (mm) WG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid</td>
<td>1.48 ± 0.64</td>
<td>1.47 ± 0.64</td>
</tr>
<tr>
<td>Deformable</td>
<td>1.27 ± 0.55</td>
<td>1.26 ± 0.56</td>
</tr>
</tbody>
</table>

Table 5
The MAD between the CG and WG surfaces of the prostate images.

metrics in the WG of the prostate in patient number 8. The deformable registration performed better in the apex and mid-gland than what resulted in the base of the prostate. Although deformable registration improved Precision (specificity) in the base (72.1%—80.1%), Recall (sensitivity) was decreased in this section (95.0%—87.6%).

3.7. Computation time

Computational tasks involved in the proposed registration method can be categorized in three groups: common tasks before starting the registration, which are performed once for all image sets, tasks for registering any set of images, and post-registration tasks. (a) Common tasks: The first group of tasks includes constructing the dynamic deformation model (forming stiffness, damping and mass matrices, and modal reduction) and computing the Kalman gain based on the given grid of control points. We implemented all steps of the registration algorithm using MATLAB on a 3.5 GHz Intel(R) Core(TM) i7-3970X processor with a 64.0 GB RAM. It required 4 min to construct the deformation model and 28 min to compute the Kalman gain for the model and measurement vector given in Section 2.9. Since an identical deformation model and vector of measurements are employed for the registration of any image pair, these tasks are performed once.

(b) Registration tasks: Based on registration algorithm explained in Section 2.7, it required about 2 min to identify four approximate matching points in the boundaries of the prostate in two images, determine the approximate prostate region in the intra-treatment images and rigidly register two images. For a given value for the tuning parameter $\gamma$, the average computation time for the iterative elastic registration algorithm was about 2 min. (c) Post-registration tasks: After the iterations end, it required 26 s to compute the deformed pre-treatment image (high-resolution) based on the estimated states of the deformation. Furthermore, the time for finding the deformation of pre-treatment tumor outline and overlaying on the intra-treatment images was less than 5 s. Thus, the total time required was about 5 min to perform both rigid and deformable registration algorithms and compute the deformed registered image in a MATLAB implementation. A multi-thread C++ implementation of our registration technique showed that both rigid and non-rigid (real-time) registration routines can be performed in less than 20 s.

4. Discussions

MR images of the prostate using endorectal coil are usually obtained when the prostate tissue is deformed. The registration technique proposed in this paper was employed to register T2-weighted MR images of the prostate acquired at different phases of the cancer treatment at different magnetic field strengths. The rigid transformation obtained from the registration consisted of translations along three axes and rotations. However, in our image data set, computed rotations about the $y$ (anterior–posterior) and $z$ (superior–inferior) axes were negligible. There was a 5–40 degrees of rotation about $x$ (right-left) axis between pre- and intra-treatment image volumes.

The proposed non-rigid registration technique employs a generic dynamic deformation model to estimate the deformation of the prostate through a filtering process. Although the simple linear elastic deformation model employed in the registration does not accurately represent the geometry and physical properties of the prostate, its computational complexity in modeling and estimation is less than complex nonlinear models. In the state estimation framework, modeling and observation uncertainties can be considered as unknown process and measurement disturbances; this provides an acceptable trade-off between the accuracy and computations (time and costs). However, better registration results may be obtained using accurate nonlinear models, provided the applied forces to the model and boundary conditions can be computed from available image data. For instance, the geometry of the prostate and its sub-structures can be obtained based on the segmentation of the pre-treatment images, e.g., see (Bharatha et al., 2001). Accurate mechanical properties of the prostate tissue can be estimated via elastography. Moreover, applied boundary conditions can be computed based on intra-treatment image information and the user’s knowledge about the anatomical structures of the prostate and its surrounding organs.

In the proposed registration method, a dynamic model is employed to estimate deformation of the prostate. Dynamic deformation models have intuitively meaningful behavior in the deformation estimation of anatomical structures in the human body, which continuously undergo non-rigid motion due to interaction with the surrounding environment over time. In the registration of pre-treatment images of a tissue to its real-time intra-treatment images, dynamic deformation models would provide a temporal and spatial correlation between images acquired at different times. An instance of the state estimation-based registration using a dynamic deformation model is developed in (Marami et al., 2014c) for dynamically tracking the deformation of a soft tissue based on registering pre-operative 3D MR images of a breast phantom to its real-time intra-operative 2D US images.

In the application of this paper, however, prostate deformation is static. In this case, the registration algorithm converges to a steady-state solution, i.e., Eq. (13). Using a dynamic deformation
model and discarding fast vibrational modes facilitates the process of state estimation helping the algorithm to smoothly converge in a few iteration. Estimating deformation states using a static model is very oscillatory during the iterations and the algorithm does not converge in most cases. Although the deformation of the prostate is static for the experiments of this paper, the system's measurement vector (or the vector of observation prediction error) is changing through iterations as the estimated deformation changes, i.e., Eq. (12). The dynamic model allows us to recursively correlate image information over iterations and estimate required deformation field for matching pre- and intra-treatment images through the filtering process.

In the state estimation for dynamical systems based on a particular set of measurements, the system has to be “observable” from those measurements (Chen, 1998). The observability of the system guarantees that states can be estimated based on the measurement vector computed at control points. Observability of the linear time-invariant systems, similar to systems considered in this paper, can be investigated based on the rank of the observability matrix of the system (Chen, 1998). The system defined in this paper was observable even using a measurement vector defined in a small subset of control points.

The rigid registration approach employed for the experiment of this paper provided a good trade-off between the accuracy and required time and manual interventions. Because of the initial alignment using four manually selected approximate corresponding points on the boundaries of the prostate, the average TRE in the PZ was less than the CG after MIND-based rigid registration. The average TRE in the CG was improved by 0.9 mm after deformable registration, while the improvement was 0.6 mm in the PZ. This indicates that although the deformation in the PZ was larger than the CG, initial rigid alignment in the PZ was better than the CG.

The TRE at 12 fiducial pairs out of the total 76 was increased after deformable registration (e.g., patient #2). The average increase in the TRE at these points was 0.35 mm. Other than the fiducial localization error (FLE), the poor performance of the registration method in a specific region of the prostate where the fiducial points were located could be the cause for the increase in the TRE. In the case of patient #2, for instance, fiducial points were located in the base of prostate. Also, most of the deformation between pre- and intra-treatment images occurred in the apex of the prostate. Deformable registration using the proposed method improved the quality of matching in the apex and WG of the prostate.

---

**Fig. 13.** Axial views of the prostate images with tumor outlines, (a) rigidly aligned pre-treatment image, (b) intra-treatment image, and (c) non-rigidly registered pre-treatment image. These example cases are for patient number 8, 9, 12 and 14 from top to bottom, respectively.
However, registration results after deformable registration were less good than those achieved by rigid registration in terms of the TRE and DSC in the base and mid-gland of the prostate. This suggests that the homogeneous linear elastic deformation model was less effective for the registration of images obtained from patient #2. Poor image measurements that are locally computed based on the employed distance metric in some regions of the prostate could be another reason for the bad performance of the deformable registration in those regions.

In the registration of all 17 prostate MR image pairs, the SSD of MINDs between images was reduced after deformable registration. The amount of reduction was 3–10%. In one of the cases that we did not include in the paper, the prostate volume was increased by about 30% between pre- and intra-treatment imaging sessions. In this case the algorithm failed to register two images and the distance metric was increasing during the iterations rather than decreasing. The slope of change and its direction in the distance metric especially at the beginning of the iterative registration algorithm (low resolution images) could be considered as a measure of trust in the algorithm. Unusual deformation of the FE mesh after registration could also be another failure sign for the registration algorithm.

Many applications of image registration for prostate images have been reported in the literature during the last 15 years. For the FE-based deformable registration method proposed in (Bharatha et al., 2001), Bharatha et al. reported an average TRE of 1.01 mm and 0.73 mm in the PZ and CG for one manually identified point in each section. This was an improvement over 4.20 mm and 1.76 mm in the PZ and CG using only rigid registration. An MI-based registration method using TPS transformation was applied to the registration of MR pelvic volumes including the prostate in (Fei et al., 2003). The method reduced the prostate centroid misalignment to 0.6 mm from 3.4 mm using only rigid registration. Wu et al. (Wu et al., 2004) used a MI-based elastic registration method for the registration of prostate MR spectroscopy images with and without an endorectal coil and they got the maximum discrepancy of 2 mm or less. For the B-spline-based non-rigid registration method proposed in (Oguro et al., 2009), Oguro et al. reported a TRE of 2.3 ± 1.8 mm for registration of 16 prostate MR images. Also, DSC values (%) after deformable registration were 91, 89 and 79 in the WG, CG and PZ, respectively. Moreover, Zhang et al. (Zhang et al., 2011) reported a TRE of 1.1 ± 0.4 mm for the elastic registration of prostate MR images.

Fair comparison of different registration methods based on results given in the literature would not be possible because they use different approaches for image acquisition and evaluations. A cubic B-spline model-based registration method (Thévenaz and Unser, 2000) was implemented by our colleagues at the center for imaging technology commercialization (CIMTEC) using Insight Segmentation and Registration Toolkit (ITK). They applied the registration method on the same imaging data of this paper and used MI as a similarity metric between images. The registration results presented in our paper were far better than what they achieved from their registration technique in terms of TRE. The results from our registration technique are comparable to reported methods in the literature. However, our registration method provides an acceptable trade-off between the registration accuracy and the computational effort (time and cost), and it requires minimal manual intervention of the user. Prostate tumors with a volume size greater than 0.5 cm\(^3\) are considered to be clinically significant (Epstein et al., 2005; Wolters et al., 2011). Ven et al. in (van de Ven et al., 2011) showed that the required accuracy (TRE) for hitting 90% of aggressive spherical shape tumors in image-guided targeted biopsy is 2.8 mm. Their estimation in (van de Ven et al., 2011)
2013) showed that for correctly grading 95% of the PZ prostate cancers in the MRI-targeted TRUS-guided biopsy, the TRE should be less than 1.9 mm. The average TRE in our proposed method was 1.9 mm, which indicates that the accuracy of the registration technique is in acceptable range for MRI-guided biopsy or targeted focal ablation therapy of clinically significant prostate tumors.

5. Conclusions

We proposed a combined rigid and deformable registration method to align pre-treatment 3 T T2-weighted MR images of the prostate with intra-treatment 1.5 T T2-weighted MR images. The proposed elastic registration method estimates the deformation states of the prostate using a generic linear elastic FEM-based model through a filtering process. Both rigid and deformable registrations employ an intensity-based similarity metric, namely MIND. The registration algorithm does not require the segmentation of the prostate boundaries and involves minimal manual intervention of the user. Experimental results showed that, the proposed deformable registration method improves the quality of matching in all sub-regions of the prostate especially in the PZ where the endorectal coil deforms the prostate during the imaging sessions.

Most of the computations involved in the registration algorithm are highly amenable to parallel implementation using graphics processing units (GPUs). An earlier version of the registration algorithm was implemented on a GPU (Mousazadeh, 2011) and a 38-fold speedup was achieved over an optimized C-based CPU implementation. Implementing the proposed algorithm on a GPU architecture to speedup the registration method is a research path for the future.
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